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ABSTRACT

“ The United States Armed Forces must be capable of deploving to
areas of operations anywhere in the world. Planning for these
. deplovments is the responsibility of the Joint Deployment Agency.
“4;; MacDill Air Force Base. Tampa. Florida. Deplovment plans are large
and complex. A straightforward linear programming model of a
deployment plan could easily exceed 700 million decision variables.

' This studv outlines the development of a svstem used to assist
| planners in determining deployment plan feasibility and .n selecting
modes ot transportation. The system consists of a data input array. an
algorithm to eliminate all unusable variables, and a linear programming
- model.

The largest scenario considered in this study is a 90-day deployv-
. ment plan with 90 movement requirements, 9 types of lift assets.
., traveling between 22 ports. This corresponds to a linear program-
ming model with 35 millioh decision variables. The variable reduction
N algorithm reduced the number of decision variables to 11.100. and an
optimal solution was found in a total computation time (input. reduc-
.i

tion. optimization. output) time of 6.5 minutes.
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I. INTRODUCTION

The complexity and magnitude of deploying US forces to an over-
seas area requires careful and thorough coordination. Sound deploy-
ment planning is critical to the successful execution of anv
deplovment. This thesis develops a linear prograun.ming optimization
model which will assist deplovment planners in the evaiuation and
development of more efficient deplovment plans. The model devel-
oped in this studyv is an alternative approach to the mode! currenty
being developed by the Joint Deployment Agency (JDAJ.

The JDA modei is the System for Closure Optimization Planning
and Evaluation (SCOPE). This model has been in the developmental
stage for five vears. The primary developer of the SCOPE model has
been a team led by Professors John J. Jarvis and H. Donald Ratliff of
the Georgia Institute of Technology (GT). All future references to
their model will be as SCOPE-GT. The linear programming (LP)
model developed in this study will be referred to as SCOPE-NPS.

The SCCOPE-GT mode!l being used at the JDA is not a “stand-
alone™ model. [t is a component of the Mode Optimization and
Deployment Estimation Subsystem (MODES). Furthermore. MODES is
a subsystem of the Joint Deplovment System (JDS). The primary
developer of the MODES subsystem is the Computer Sciences Corpo-

ration (CSC). [Ret. 1]
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M Some of the problems being experienced at the JDA with the
':'E}: MODES subsystem are outlined in the next chapter. Suffice it to say
- . that there are problems and that, due to the complexity of combined
JDS. MODES, and SCOPE-GT systems, these problems have been hard
to identify. A potential problem area has been identified as the per-
_;_ formance of a Benders decomposition algorithm in the SCOPE-GT
‘E model. Problems of solution acuracy and computation time associated
\,: with this formulation provided the primary impetus to develop
. alternatives.

«\ The efforts to develop new approaches were undertaken in two
simultaneous studies in the Master of Science in Operations Research
? program at the Naval Postgraduate School (NPS). The development of
, ’ SCOPE-NPS is presented in this thesis. The second study was con-

’: ducted by Captain Michael Lally and is presented in his thesis [Ref. 2].

.‘_: ‘ The purpose of this second study was to develop an integer i)rogram-

SE ming formulation that would correct deficiencies in the way SCOPE-
Ef : GT represents sea transport. Initially, the goal was to have these two
% efforts merge into a single model. Although each study has resulted in
;'. an operating model, the goal of combining them has yet to be

':: accomplished.

o The results of this studv demonstrate that small- and medium-

':, sized deployment problems can be realistically modeled. and solved

L utilizing a linear programming formulation coupled with a “variable

lﬁ reduction” algorithm. The largest model tested in this study consid-

:;, ered a medium-sized deployment problem with 35 million decision
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::Sé variables. The key to SCOPE-NPS's ability to solve a problem of this
:: size is a preprocessing algorithm which “intelligently” reduces the
', o number of decision variables without affecting the optimal solution.
Eﬁg This thesis details how SCOPE-NPS was developed into a system
S consisting of three components: the Data Input Array (DIA), the Arc
i: Reduction Algorithm (ARA), and the Matrix Generator. as depicted in
' 1:3 Figure 1-1.
. Chapter 2 of this thesis provides the following background infor-
e mation: a description of a deployment plan, the responsibilities of
::;_’ deployment planning agencies, a description of the deployment plan-
.": ning environment, and a brief introduction to the SCOPE-GT model.
'.;;. The SCOPE-GT introduction includes a discussion concerning the
:-c.?“_ decomposition formulation and some of the problems currently being
f‘_. : experienced.
The SCOPE-NPS model is defined and formuléted in Chapter 3.
‘ Er Chapter 4 presents the algorithm for reducing the number of decision
::: variables in a deployment problem. Chapter 5 presents the results of
:') % SCOPE-NPS model tests and suggests several model enhancements
;' %E which may be incorporated into some future studies.
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o Formatted Data Array
;o".:.n Data Provides: Deployment Problem Size
Lot : Input Array Movement Requirment Data

" X (DIA) Lift Asset Data

ol ; Port Data

C) ' (See Chapter V)

e |
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3., Arc FORTRAN 77 Program

' Reduction (See Chapter V)
Algorithm Reduces the complete set of posible

:' . "ARA) decision-variables down to a much
;:1 smaller set of necessaryv variables.
3
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@ !
X Three FORTRAN 77 Subroutines

T ) A called by ARA. The MG converts the
ST Matrix decision variables provided by the
e Generator ARA via the Mathematical Formula-
0 (MG) tion (see Chapter I} to the MPS
: Format (see Chapter V).
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¢ Oo. BACKGROUND
:0
3-13 A. DEPLOYMENT PLAN DESCRIPTION
s During peacetime exercises or periods of contlict. US torces
N {Army, Navy, Air Force., and Marines) must be capable of moving from
"
o their home bases to areas ot operations anywhere in the world. The
.'-:x
) movement of these iorces is called a deplovment. A deplovment may
1 '."‘
Nax . . ,
involve moving 20 soldiers from Ft. Bragg, North Carolina, for a week
- of training in Panama. or it may invoive moving 100,000 soldiers {rom
e several UJS bases for the detense of ZTurope. Plans for these depioy-
.:_. )
» ments may evoive over a period of vears or may de conceived and exe-
= cuted in a matter of hours.
,'-"_Z The pianning, coordination. and execution of any deplovment pian
may be one of the most difficult of all military operations. In the worst
! case. a unit and its equipment may be deploved to a location occupied
AR B
Ka Y
E)
:{- bv enemy forces. Initially, we will not have access to either airports or
e~
D) seaports. As these facilities become available. reinforcements and
u,j resuppiy operations must commence immediatelv. The exact :iming
s and order in which units, equipment, and resupplies arrive is a key
. element in insuring the success of anyv deplovment. The development
H - ol : . . ~ H
of a deplovment pian is the responsibility ot the commander who must
":'_'- . ) .
execute the depiovment. The commander’'s plan tor the depiovment
N |
= is called an “Operations Plan” (OPLAN). His schedule. once retined. is
o
-'_n : »
oo called the “Time-Phased Force Deployvment List™ (TPFDL).
&
\(; ‘
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INPUTS TO SCOPE-NPS PROBLEM
For the purpose of this study, the key elements of the OPLAN and

TPFDL have been capsulized into the following essential input items:

1. Movement Requirements (MR)

A movement requirement constitutes an “order” for some

commodity to be transported and delivered according to a specified

schedule. Each MR's specifications include:

MR description (passengers. bulk cargo, fuel, ammunition, etc.)
Date the MR is available to ship

Date the MR is required to be delivered

MR priority

MR size and/or quantity

MR origin

MR destination

2. Available Ports

Ports may be airports, seaports, or rail or truck terminals.

Ports may also be classified as Ports of Embarkation (POE) or Ports of

Debarkation (POD). Port data includes:

Port cargo-handling capacity for both loading and unloading.

This capacity is usually expressed in short tons (stons) per time
period.

Port access restrictions. Seaports may only allow a certain num-
ber of ships to be in port at one time, and these ships cannot
exceed a certain size. Airports have similar restrictions.




i 3. Lift Assets
Lift assets include: cargo and passenger planes, various types

of ships, trains, trucks, etc. Lift data includes:
e Quantity of each asset type available during each time period.

| » Capacity of each asset type (stons).

K e Cycle time for each asset type between two ports. This time
) includes loading, unloading, refueling, and scheduled mainte-
\ nance time.

Given this list of data, the SCOPE-NPS system attempts to
meet the required delivery schedule while simultaneously optimizing
g the use of all lift assets.

! The number of possible decision variables associated with an
optimization model of a deployment problem can be tremendous. A
realistic problem size is 500 movement requirements, 10 lift assets
(C141. C5, RORO., Breakbulk, etc), 40 POEs, 40 PODs, and 90 days. If
the model considered all possible combinations of movement request.
asset type, POE, POD, and time period, there would be 720 million
variables. It is clearly imperative for any modeling system to signifi-

cantly reduce the number of decision variables explicitly considered.

X C. RESPONSIBILITIES OF THE JOINT DEPLOYMENT AGENCY
The need for a more coordinated effort between our separate

branches of service has been evidenced in every joint US forces

operation since World War II. A typical example occurred during a
recent exercise when the support operation was forced to a complete

standstill. In this case, too many planes had landed at a small airport.

14
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’»":;.2 The result was a logjam of airplanes that precluded any planes from
;.'-:. landing or taking off.
. . Another recent example occurred during the British invasion of
\?ﬁ the Falkland [siands. While the invasion force was en route to the
"
'-:: ' Falkiands. a detailed review of the rapidly prepared depiovment plan
;'" reveaied a major deticiency. Although the kev suppiv siip for the
::" invasion had been loaded with "he requisite suppiies. he siup aaa
t‘:f_,c been icaded in reverse order. This discovery resuited :n an unscned-
e uled deiay which required the invasion torce :o otfload and properiv
l_ge reioad the suppiv ship.
;‘ Recognizing that our ability to conduct weil-coorainated ;oint
'"' depioyments wouid be critical in any major operation. the Joint
':'.’ ‘ Deployment Agdency (JDA) was established in March 1979. The JDA
'»"., 'was to de the single point of contact :or deplovment pianning and
coordination.
,. The Joint Deployment Agency's mission is to support rhe Joint
'. Chierts of Statf JCS} and Commanders in Chie! 'CINCs) :n pianning for
1{-‘;.‘;' and executing Jeplovments. The JDA is responsibie ior coordinating
the actions of deploving units and common-user land. ar, and seaiift
3 movements. The Military Traffic Management Command MTMC) is
-7 responsibie for movement vithin rhe continental “nited 3States. -he
St
j‘g Militar Airlitt Zommand -MAC) for aenal movements, ana “he Militar

Sealift Command ‘MSC) ‘or movement dv sea. The JDA also serves as

the focal point for information associated with depiovment decisions.
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*:"}. . D. DEPLOYMENT PLANNING ENVIRONMENT
’
o
e In analyzing the SCOPE model. it is important to recognize the
ievel of decision making tor which it is intended. Its purpose is 0

P, .

"y provide the JDA wath the abiiity (0 “assess potenual depiovment ‘easi-
oy oility proolems”™ and to assist in ransportation allocaton aecision

)
e making (Ret. 3], This ievei ot decision making s reterred to as
;“ "

3 .
.'_h ‘rosure diannming,” and must be fistinguisned trom  lecisions con-
k) , , . o . .

", cerning now eacn asset is “scneduied” [Ret. 4. Deplovment nianning
e, ;s usuady conductee n a 1elitberate mode. in the de:iberate mode.
N, -

o - : .

.;:_, leslovment SPLANS are -“eviewedqd, relined. and updated wvnenever
'

s cnaitons change.  Destovment planning mav aiso occur .n 1 crisis
o~ snvironment.  Dunng a cmisis. decisions must be made and plans
(" -,

L4

" R —~

I seiected or wrtitten in a matter of hours. To accommodate the worst-
~

L4

LY ] . . .

W case crsis) scenar:e. anv modet deveioped ior the purpose ol anaivz-
..*. .NY a4 Jdeplovment pian snocuid 0e required o support tie dec:ision
~d
.y .
,s: makers within a tour-hour 1me window [Rel. 3:pp. 1-2).

f:-
R

J E. CURRENT MODEL (SCOPE-GT)

"-
' : .. 2rnese  ind cevelnment

\,:

~» .y ] . .

t; The primary researcn attempung to soive this aarge aepioyv-
TN IrDDIem aas OMme Tom goleam .ed Dy Prolessors Lonn s, Larvis
JIL L oonang Raulit or e eordia Jnasutute o Tzennolog). Jurnneg
ix e Ddsi Ve VRATS. Cleir Slor ads oeen o
o e Ixanune legiovmen! Janning W Crisis acton  environment
- from a modeiing nerspecrive:
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K * Assess available methodology and modeling concepts for applica-
.‘;l tion to the crisis action environment;

g * Develop concepts and methodology for closure optimization; and

L8 e Develop a system design within which these models would
Wb function.

e

iy

,v Jarvis and Ratliff describe a hierarchy of four levels in which

the models would function. Decisions and assumptions made at the

}E higher levels guide and constrain decisions at the lower levels. Viola-

,‘ tions of these constraints cannot occur unless the higher level modi-
fies or changes the constraining decision or assumptions. The lower

:'S: the level. the greater the detail involved in the planning process.

\-, The highest level is the closure planning level. The primary

q purpose of this level is to aid the decision maker in developing a gen-

'.E:E eral movement plan which will satisfy the military objectives and can

; be supported by the available transportation system. A general move-

o ment plan includes mode. POE, POD. assignment of movement

;E requirements. timing of movements, degree of flexibility allowed at

; lower levels, and the manner in which movement requirements can be

’,)" ) split for transportation. The decisions made at this level are the most

::r important because they guide and constrain all future decisions.

:5“ The second level is the system loading/coordination level. Its

v purpose is to insure efficient utilization of the transportation system in

\_; carrving out the dgeneral movement plan developed in level one. At

?. this level. thev search for and attempt to resolve problem areas and

' develop more detail regarding movements. Additionally, it provides

4::? information and coordination necessary for transition from the top

oY
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\:::'..f level to the detailed scheduling by transportation operating agencies
-
l.\
i in level three.
n: The third level is where detailed schedules are constructed
LN
::__ by MTMC. MAC. and MSC. These transportation operating agencies
-r:".
RS are given specific movement requirements, suggested lift assets. POE.
3
o POD. and the required delivery dates.
O
":\'.'j The level four svstem is for monitoring the development and
l‘ ‘Q X
Oy implementation of the deplovment plan. This four-level system is a
- dvnamic planning syvstem that provides for feedback. updates. and
g
";::j modifications as the plan procesds. [Ref. 4:pp. 5-17]
A
W 2. SCOPE-GT Mode!l Description
: The main thrust ot the Georgia Tech research has been on
'-.j level one. where the general movement plan is developed. Theyv
D vﬂ.'_
o decided the best way to solve the deployment problem was to use
\-..‘ decomposition. They broke the problem into two subproblems—a
\'-'
e channel configuration and a movement requirement assignment
."-.
o problem. The probiems are connected through a set of linking con-
J
i straints. The decomposition method first generates the solution to
f-f the channel configuration model. With the linking constraints fixed.
S
’
" the movement requirement assignment problem is solved. The
2 results of this model generate a linking constraint that is passed back
s
> .
::-; to the channel configuration model. which is solved again. This pro-
ot
N cess is repeated until the solutions converge to optimality or it can be
2 stopped at the user's discretion if time is limited.
::',_‘
T
e
.‘.‘
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Xy The system the Georgia Tech team is developing to imple-
ot ment this approach consists of three major components:
et a The preprocessor. which loads the applicable operations plan
N , .
:r_. into the data dase. loads the movement requirements that sup-
\.
g , ) .
ol port the operauons pian. coordinates information. and Jenerates
)
.o the necessarv parameters such is dort capacities. 'ift capacities.
1’:::: iand rransit imes. Additionailv, the Hperations nian ~an e
oo ¢ moditiea or a4 brana new plan can be constructed.
A b The solver ind SCCPE-GT model. wvhick is discussed in rhe next
PN
. 3eCton.
N
) ¢. The postprocesscr. which generates -he sutput rhat can oe
‘ 1
£ dispiaved with tabuiar data and graphics.
at
. L .
-7 In the search for approoriate solvers. Georgia Tech iooked for
~ , o v : v .
- soution methodoiogies wnich wouid be most suitable for large
depicvinent probiems. The appropriate soiver would. as a minimum.
.-‘ :
- : .
[>o consider the !ollowing:
)
)

Structure and searsity of “he Jdepiovment network

N * omputationai spee-
N .
b * Storage remurements
b
' The movement -equirement 1ssignment aroblem has a oure
s TerVark sirtenure cheremore o ocan e nest solved ising 1 nerwork
N :
e Soer o or the nannel connguration modell the Teorgia Tech cenm
™
-~ Hose sciver o tervorks wvirth side constramts. The number o sude
7. ‘ ,
oS constTunts 1S sometimes more than this solver can effectively handle.
b
s sithe cleardia Tecll ceam omay swateh o g linear program soiver .nothe
: - A L
"s
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Y
.::'...:: future. The two problems are linked together with Bender's decom-
"’E'-:' position method. [Ref. 4:pp. 44-54]
o 3. Current Model Deficiencies
:'.::.:, The current model is expenencing severai problems. it takes
J'."u a long time to converge and at times will not converge to the optiinal
:__: answer. While on experience tour at - DA in November :986. a small
: test problem was submitted to rhe rurrent model and it produced an
Rt obviousiv suboptimal answer. In this small problem. everv movement
A requirement was availabie to be shipped during the first time period.
i\ All -ransportation assets were iiso available during rhe tirst rime
e
o penicd ana could easily cvcte between the 2OEs and ?ODs in one time
period. However. the required deliverv dates for each movement
‘ request were during the first time period. An obvious optimal solution
vy would have been to begin delivernies during the first time period.
|
,:J However, the SCOPE-GT soiution did not make its tirst delivery until
;': the third time period. Research is continuing in an attempt to dis-
M
- cover the source of the convergence problem.
: The current mode: takes over zight hours 0 solve medium-
"::?-_ size depiovment probiems. This is not tast enocugh for crisis planning.
' Current research is investigating a “hot restart™ capability. aggregation
. )t movement cequirements. suboptimal stopping rules. 1 method :o
~ Jenerate ires s needed. ind arc reducton methods.
- A third area ot concern (s the method of modeiing sealift.
:;‘ The model assumes 1 continuous flow rate. The associated channel
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concept can best be understood by likening the channel and its

capacity to a pipe with water passing through it at a given flow rate.

The Georgia Tech research team makes a good argument for
the channel concept and continuous flow rate when applied to airlift.
The airlift cycle times are relatively small when compared to the time
horizon and the delivery effect is “smoothed” over time. However,
they trv to apply the same argument to sealift. The following example
shows how a continuous flow rate makes sealift appear unrealistic.
Consider a ship with a capacity of 10,000 stons and a ten-day cycle
time between two ports. The continuous flow solution would allow
this ship to make ten consecutive 1,000-ston deliveries instead of one
10.000-ston delivery. The users of the model do not want cargo
“flowing” through seaports. They prefer discrete shipments. Discrete
shipments more realistically portray ship departures and arrivals.
[Ref. 5]

After a six-week evaluation of the SCOPE-GT model. Captain
Lally and I decided to take a new look at the probiem and determine
alternate methods that could be used to solve ih¢ deplcyment
problem.

As stated earlier. Capta.n Lallvy chose to develop a model that
can be used to allocate strategic sealift resources. His research shows
that integer programming with vasiable reduction methods is a viable
approach to solving the sealift allocat.nn problem. This studv focuses
on a linear programming model designed tu: (1) determine OPLAN

feasibility, and (2) opt.mally allocate air and sea i1t assets.
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oI. MODEL DEVELOPMENT AND DESCRIPTION

A. MODEL DESCRIPTION

The deployment model is a multicommodity capacitated trans-

e~

shipment problem (MCTP). These problems occur in many forms and
fall into the class of minimum cost network tlow problems [Ref. 6].
Assad [Ref. 7] and Kennington [Ref. 8] discuss the MCTP and the vari-
ous methods which have been developed to solve them. A description
of the minimum cost tflow problem along with the node-arc formula-
tion is given by Bradley. 3rown, and Graves [Ref. 9] and Bazaraa and
' Jarvis [Ref. 10]. In most cases. the purpose of these models is to
minimize shipment cost. In the current context of deployment sce-
narios, minimizing shipping cost, or efﬁcigntly utilizing assets, must
be balanced against the strict adherence to a time schedule. If this
time schedule cannot be met, the solver should identify which move-
ment requirements can and cannot be met. It should also provide
informaticn1 as to where additional resources (ports, planes, ships.
etc.) can be most efficiently allocated to make the problem feasible.

In a deployment problem, timing is critical. This requires repre-
senting each individual movement request as a single commodity. All
commodities must share the same set of assets. so they are bound
together by the presence of joint capacity constraints. These joint
capacities preclude the use of pure network solvers. However, MCTP

still possesses a block diagonal structure which lends itself to

22

]

1 - » - - . -
v Y q Ca v u ¥, - J.‘“ ST Y SR By - '-',". -r‘-.,-.’-.-”.-.-‘.. R 4,“..-' ..‘-,‘{: WS Tt .\,‘\-' ‘..r
'fh'l.nﬁ.,l u .a’u'»,.‘u't'."ﬂ'.“ a"fa .a'!. X 4". Ve c‘ LN = g't,‘ boe ¥ |,\o'l‘.:'l',o'.3 (a0l b e By ,u. - ﬂ'" .,. ol Bt X (3 (3 R



decomposition. Bazaraa and Jarvis [Ref. 10:pp. 492-494] provide a
DO description of the coefficient matrix and its block diagonal form and

. discuss how it lends itself to decomposition.

‘fi The major approaches to decomposing these large problems were
:. formaiized in the Dantzig-Wolfe decomposition principle {Ref. 10:p.
:. 351] and in Benders decomposition method [Ref. 11: Ref. 4:pp. 44-
E'E 54]. As described earlier. SCOPE-GT utilizes a formulation hased on
.. Benders decomposition.

e A guideline of this research was to restrict the approach to linear
2}: orogramming formuiations which could. in reasonable time. provide
', teasible. usable solutions without decomposition or other advanced
f-:: algorithms. While a direct LP approach may not handle the largest ot
':;:" deplovment problems. such as multitheater planning, we believe it has
“ the potential to solve the great percentage of plans which fall into the
_: small or mediurmn size categories. Moreover, if the viability of this
y g approach is demonstrated, then the development effort required for
"' operational implementation is substantially less costly and risky than
\ rhe decomposition approach. |

,‘f‘-j The linear programming model presented in this thesis incor-
": porates the following key attributes of the deployment problem:

L7 e Provide gross feasibilitv estimates

g:- * Minimize deviations {rom required delivery dates.

Ly

* Minimize shipping cost {minimize shiping time on cheapest avail-
o able asset).

¢ Select mode of transportation.

P
1
b
R




------

n"’n
,:ii * Represent sealift more realistically.

e :
Z‘(: * Provide for prioritized delivery of movement requests.

Ot
< * Observe port capacities.
e
ot  Observe lift asset capacities.
%_,}
OO * Provide for an elastic/feasible solution {see the next section for an
g explanation of this attribute).

o)

a0 * Solve realistically sized problems.

!||.‘:

J

$, B. MATHEMATICAL FORMULATION

,J.f

) The basic model is presented here in a node-arc formulation.
":' The classical formuiation has been augmented with the requisite lift
W ,

iR asset and port capacity constraints.

@ 1 Indices:
;’?; r = Movement requirement (commodity).

» :!’
3t a = Lift asset type.
'\.‘ i.j = Ports of embarkation and debarkation (source, destination, or
K->, transshipment nodes).
]
100 t = Time period.
[y ]
B
D) Data {grouped by categoryj:
£
N
¥ ‘_'.: Movement Requirement Data:
I’

o

L ALD(r) = Time period movement requirement r is availabie
L A to load.
"4"'-; RDD(r) = Time period movement requirement r s required
if‘ to be delivered
v
288G MD(r,t) = RDD(r) - t{ + 1. The number of time periods by
— which movement requirement r would miss the
" required delivery date if it arrived on day t
o (Derived Data).

o

Y,
1)

W,
z ] 24
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k) E

,;_:1 AL(r) = Number of days movement request r may be deliv-
i ered late. This parameter has two purposes: It
" defines a constraint and it assigns priorities to
B MRs.

Supply(r,i) = Quan.dty of movement requirement r (stons) pro-
P vided at POE i.

-‘:
N Demand(r,j) = Quantity of movement requirement r (stons)
) required at POE j.

"
«‘.

i

KA, _ 1if t = ALD(r)

;’E IS(r.t) - { 0 otherwise

T

_ [ 1ift=MINRDD({) + AL(r), NDAYS)
o ID(r.1 - { O otherwise

N

v ’. Lift Asset Data:

N
: 2 CAP(a) = Lift capacity (stons) for a single lift on asset a.

.

Qla.t) = The number of type a assets available during time
N period t.

- UR(a) = Utilization rate (percent of time period available)
j ' for asset type a.
13
"N AC(a,i.j) = Cycle time (time periods) for asset type a to com-
b plete a round trip between POEs i and j. This time
N includes loading, refu - "ng, and offloading.

..'r'-
f') TT(a.i.j) = Travel time (time periods) for asset type a to com-
e plete a single trip from POE { to POD j. TT is
Yot rounded up to the next time period. This pre-
‘Z-:f cludes a movement requirement from making two
N legs of a trip in one time period. TT = 1 + CEIL
X (AC(a.i.j)/2)
SHIPIT = Time period multiple on which ship arcs may be
K used. (See Paragraph C.l in this chapter for a
) description of SHIPIT and its use.)
QYA
= C(a) = Cost factor. C(a) is a scaling factor used to rank
e order the cost for using various asset types. C(a)
ot would be high for airlift assets and relatively low
A fur other asset types.
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Port Data:
E(i,t) = Throughput capacity (stons) of port i during time
period t.
NDAYS = Number of time periods in the model.

Decision Variables:

X(r.a.i,j.t} = Amount of movement r~quest r (stons) sent via asset a
from POE i and arriving at POD j during time period t.

S(r,i,t)

Amount of movement requirement r (stons) remaining
at POE/POD i at the end of time period t.

Model:

MIN | 2 S ; x (r.a.ij.t) * ((AC (a.ij) + C@)) + MD (r.t) +
T ]

T Qa
a € aircraft
g. fa. }; }1: YT w(r.ait) « (AC (a.i)) * Cla) + MD (r.1) +
" a ¢ sealift /overland

T

o)

WP Z Y x(raifd « (AC @i * C(an] (1)

= elastlc asset

Subject to:

2 > 2 x (raijt) € CAP(a) * Qa.t) * UR@)/AC (a.ij) (2)
I 1
for all a. t.
26
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N . . 0 . . N p . _ - p " el . » O . 3 .« [y 7 - -y
{
-t
N
e . I

T3
'
N, 2 x(r,a.j.i.t) - Z; x(r,a,i,j, t+TT(a.1.j))
N a a
b
KAt + SUPPLY(r.i) * IS(r,t} - DEMAND (r.i) * ID(r.t)
a8 + s(r.i.t-1) - s(rit) =0 (3)
()
o
x’~"~j forallr, i, t.
W,
'J
WS DY Y x raijt < Bib (4)
}: T a1
v
VAN for all j, t.
Ea TY T
iy Z 2 2. x (ra.djg £ Ejf,Y (5]
A ra
a9
o
b7 -
for all i, ¢
5
-".-
.ﬂ’“.:il x(r.aijt) 2 0 (6)
%
- forallr, a. i j. t.
B .
B :.
k0 s(r.i.t) 2.0 (7)
! l.;
A for all r. i, t.
ga : .
K [t is very important to recognize the form of the decision vari-
0 ables. x(r,a.i,j.t) is not a discrete “plane load” of movement require-
,-t ment r being shipped from i to j. x(r.a.ij,t) and s(r.i.t) are continuous
%N
:;.': variables that represent a {low rate/time period of commodity r on
-
o
i asset a irom i to j. The advantage of this representation is a greatly
' ﬁ_ ' reduced number of variables. If asset a could cycle between i and j five
=M,
._2 times in one time period, then five discrete variables would be needed

27
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e

‘:' instead of one flow rate variable. The use of discrete variables would
% also require an integer formulation. Integer programs are much more
1 difficult to solve and would place a substantial restriction on the
*,\\' number of decision variables which could be incorporated into the
;}' problem.

:“- There are, however, twe disadvantages to utilizing {low rate vari-
:‘ ables. In a small problem with only one time period and only one
‘E‘t. asset, you may establish two, three, or even more small {lows from
2% several ports all around the world. Obviously. this solution could not
Ea be executed and would not Ye acceptabie. As already explained. "
N:; deployment probiems are not small problems. In a larger problem. it
? is assumed that a planner or ship scheduler would have sufficient
; assets to reasonably accommodate the tlow rates established bv the
-',;:" solution.

/

‘ 2N The second disadvantage is due to the different cycie times asso-
_.’;S ciated with air and sealift assets. Usually, time periods are kept short
# in order to maintain a reasonable resolution on air assets and their
:' flow rates. There are usuaily many planes associated with a depiov-
2:: ment plan. This makes it easy to visualize how these assets could be
" dispersed to meet the demands of the flow rates that have been estab-
_ lished. Relative to air assets. however, there is usually a verv limited
! ;_( quantity ot sealitt availabie. Just as in the small problem hypothesized
"3 above. the ability of a scheduler to apportion actual assets against the
!- many possible flow rates can be disconcerting to the model user. The
E‘n flow rates are also acceptable for modeling planes because planes

28
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‘, would actually be making deliveries during each time period. Sealift.
'c"?:c on the other hand, would only be making a few deliveries during occa-
e sional time periods. This representation of sealift is not realistic. as
EE: “boat loads™ appear more like “pipes.” A method of lumping these |
E' ” sealift tlows called “spiking” is discussed in the next paragraph.

_ 1. Equation (1)

;\5 The objective function is a multiobjective function. [t can be
;: broken down into two cost components: Deliverv Cost (DC) and Ship-
o, ping Cost (SC). The primary purpose of the objective function is to
'i_"’ penalize deliveries as thev vary from the required deliverv dates. This
\.:: penalty is assessed by the Delivery Cost component. The second pur-
‘ _.: pose of the objective function. subsequent to the first. is to select the
':.* most cost-effective means of shipping the movement requirements.
’:'::' This cost is assessed by the Shipping Cost component. The complete
_,: ' objective function is the sum of these two cost components. Total cost
| % (TC) = DC + SC.

*' a  Explanation of Delivery Cost

b DC = x(r,a.i.j.t) = MDI(r.,t)

8

:':'- Delivery Cost is the product of x (r.a.i.j.t) (the quantity of
i;_ a movement requirement r delivered during time period t) and
*‘*S MD (r.t). MD (r.t) = IRDDI(r) - t! + 1 represents the number of dayvs
' > the delivery missed the required delivery date (RDDIr)).

o

R
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LW,

37}-4 b. Explanation of Shipping Cost

B

SC = x (r.a.i,j.t) * (AC (a.i.j} + C(a)) for all air assets

4 .

E SC = x (r.a.i.,j.t) = (AC (a.i.,;) = C{a)) for all non-air assets

=

' \ SC = x (r.a.i.j.t) = (AC (a.i.j) = C(a)) for the elastic asset

w

N Shipping Cost is based on two factors. The first factor is
I cvele ume. AC .a.ij) is the cycle time required for asset a to complete
.: . a round trip between ports 1 and j. If a Cl41 cargo jet's cycle time is
E;E less than that or a4 T3 cargo jet. then the Cl41! is considered a cheaper
\::: asset o use. Tuis method of differentiating asset cost is adequate as
”~s long as we are comparing cost of similar types of assets. On the other
‘_ hand. it is not immediately applicable to comparing sealift assets.
\-.. which have relatively long cvcle times. with airlift assets. The second
_" factor atfecting Shipping Cost 1s C(a). C(a) accounts for these differ-
;. ences in cvcle times. C(a) is a scaling factor which is used in the three
: equations for SC given above. Note that C(a) is added to AC (a.i.j) for
;,) x all air assets and is multiplied times AC (a.i.j) for all non-air (sealitt.
Pl

.;*EZ: trains, etc.) assets. While this algebraic manipulation may appear odd
%_; at first, it provides a straightforward means of “tuning” the optimal
soluticn to meet the desired trade-offs between expensive airlift and
S the cheaper transportation aiternatives. Figure 3-1 depicts. in a sim-
\:'.‘_: plified manner. the cost relationships between delivery dates and
\ deliverv mode. In this example. C(a) for air assets has ben set to 3.0.
:: and C{a) for non-air assets has been set to .001.
o
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0 Cost Function

As Figure 3-1 shows. a deliverv by train or ship could miss the
required deliverv date by approximately three days and still be cost
Bi
etfective when compared 0 an air slupment that arnves on the exact

l'l

- . S . o . :
- date required. This ability 0 sensiblv balance aiternate means o1
o delivery (air vs. sealift) is the essential element of proper mode
. selection. Figure 3-1 also shows how MDir.t) quickly becomes “he
» . - Lo~ , ~—

<. ifominant actor .n -he Torai Zost TC) 2quaudon.  This resuit .s
. . o

’ consistent with the prnimarv purpose ot the objective runcuon.
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c. Explanation of Elastic Shipping Cost

The purpose of the third SC equation is to provide any
deplovment problem with a teasible solution. This technique is often
called an “elastic™ or “soft” constraint (Ret. 12]. [n this !ormuiaton.
there s an uniimited number »t Wvpothetical elastic assers available o
ransport anv commedits ©rom i {0 ! at an 2xorbitant nrice. Clal or
“he -lastic assers has deen ser 1o 1000. This verv mgh relatve cost
‘actor insures that e:asuc assets are used only as a last resort. Without
“he eiastuc variabies. the LP? solver would terminate in an ‘nteasibie
oreblem. weiaing little or no :nfcrmation how o tix the nteasibility.

]

2. Eguarion 2}

Thi

17

constraint 2nsures that the dailv capacitv ot each litt
asset is not exceeded. The product CAP(a) * Q(a.t] * UR(al fcapacity =
guanuty =« utlization rate) determines the maximum quantitv /stonsi
that can be transported in a single trip bv asset tvpe a. When this lift
capacity is divided bv the cvcle time AC (a.i.j). we determine the
maximum “tlow rate” tor 2ach asset. trom i to j, tor one ‘ime period.

hJ

3. —aquarion - 3)

This 1s the set of low balance equations. Thev define :or each
movement request a single commodity network. The flow balance
cquatons nsure ~hat the tlow of sverv mnovement request © into node :
s equal ‘o the Jow of MR r out of node 1 tor anv given ume period.
Figure -2 shows the low components of movement requirement r
into and out of node i during rime period t. The problem of ensuring

that suppiies and demands are n baiance is a simple one in the

32
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s (r.i.t-1)

"s %
s 2 s
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Demand (r.l]

7
t = MIn[NDAYS, RDD{r" + AL(r)

[ -_:: = ALDIr Lt

sir.i.t)

o Figure 3-2

Flow Balance About a Node

. deplovment transportation problem. Since supply and demar.d. for a
‘ specific movement request, are prescribed quantities, supply will
‘.,), alwavs equal demand. It is also known that the supply of r will enter
L" the network during time period t = ALD(R), and that movement
?:.' requirement r will exit the network during time period t =
X Min[NDAYS.RDDI(r) + AL(n)]).
4. uations '4) angd '3
::i'- These constraints insure that the daily capacity of each port
e is not exceeded. The sum of all shipments made from POE i and to
y
P
N
:
Y
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N

‘-'

| N

N POD i

" j cannot exceed the quantities E(i.t) and E{(j.t). respectively,
:ji during any time period t.

:,_:;: C. FORMULATION ENHANCEMENTS

‘_; l.  Spiking Sealift

v ‘» To provide for a more realistic model of sealif:. the set of
~ possible shipping ilows must be moditied. A simple example is pro-
\-EE vided to show this need. Consider the requirement to transport

- 10.000 stons from i to j on a sealift asset (type a). If the cvcle time for
'\ asset 1 were 10 iavs 1AC ia.ij) = 10). the 10.000 stons would appear
A

;r: 4t j as .9 daily cedvenes of 1,000 stons each. As we nave previousiv
' discussed, this regresentation is not realistic and makes sea deliveries
: appear more like pipes than ships.

f;" Since the preterred integer solution to a problem of this size
.‘ cannot be obtained. a technique called “spiking” sealift was developed.
This technique is used to consolidate the deliveries into a reduced
subset of time periods in which sealift could be used. This feature is
o
) controiled by the variable SHIPIT. If SHIPIT is set to five. then sealift
Ao

:"" delivenies can be made oniy duning every fifth time period. This would
}" result 1n the previous example of 10,000 stons being delivered in two
shipments instead ot 10.

_:’; The techmique . “spiking” the sealift tlows must be used
A‘{ caretuily and the modeler must be aware ot its shortcomings. The
most notable shorrcoming is the loss ot solution flexibility. The finai

;::-t. solution can onlv provide sealift deliveries on every fifth dav. even it 1t
Z;-T'., were physicallv possible and more cost-effective to make a delivery
ot

-
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during another period. Although a more realistic representation of

sealift is the primary purpose of spiking, it also serves to reduce the
number of sealift decision variables which must be considered. Figure
3-3 shows both etfects ot spiking sealitt tlows.

2. Priortticing Movement Reculrements

A second enhancement is rhar ot prioritizing ~he fetverv of
movement requirements.  Vovemenr -equirement Oriorites  are
establisned bv adjusting the ailowabie late ‘actor ‘AL(r) tor ,ach MR.

v

't. tor examrle. ve want to dlace a nigh prwority 2n movemens
recuirement Towe can oset AL = 0. No sotuton will allow MRIr co
se aeijvered late. A lower nriontv results when igher vaiues or AL
are assigned. The iast aav {n the problem (NDAYS] will of course
override the allowable late tactor's abilitv to let MRs be delivered lare.
A laraer value !or ALir) will aiso provide the model with a more flexibie

number of time periods in which to tind a feasible solution. The cost

of this tlexibility is the addition of more decision variables. The etfects

ot alternate AL(r) values (s depicted in Figure 3-1.
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IV. MBER OF D ION VARIABLE

-
v
3

"'-, As previously defined, the optimization model includes two types
,:';: of decision variables: Shipping variables, x (r,a.i,j,t) ¢ X and Inventory
' variables s (r.i.,t) ¢ S. The domain of X potentially contains rxa*i*jxt
' variables. Likewise, S would include r*i*t variables. In the example
already mentioned with (r.a.i.j,t) = (500,10,40,40.90), there are in
h_ excess of 720 million decision variables and 2 million constraints.
';:‘: These dimensions for (r.a.i.j,t} correspond to a medium- to large-
W sized depiovment problem. Even larger numbers may be encountered
; | in practice. Clearly, a straightforward approach to a problem of this
?_‘-Z? size would not be feasible.

f’_‘j This chapter presents the development of an algorithm which is
L_ designed to greatly reduce the number of variables found in deploy-
"\ ment problems like the one described above. Since a decision variable
;-':.'E is analogous to an “arc” in a directed graph, the algorithm to be

¥

~

developed has been entitled the Arc Reduction Algorithm (ARA).

;'.':j This chapter is organized into three sections. The first section
-_; -
\l::; presents the design of the ARA along with the criteria it uses for
__ reducing the number of decision variables. The Arc Reduction Algo-
o rithm is presented in pseudo code in Section B. Section C explains
N
-2 how the Arc Reduction Algorithm and deployment problem input data
“_P
are both used to generate the final (reduced) set of decision variables
5K
- that represent the transportation network.
A0
g
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59 A. DESIGN AND CRITERIA FOR AN ARC REDUCTION
& ALGORITHM

. 1. Design

.:E A “path” from node s to node u may be defined as a
_LS *sequence of arcs™ Pgy = ((s,a). (a.b), (b,c), ..., (e.f), (f.g). (g.u)} [Ref.

K 10:p. 406]. Each of the arcs in path Py, corresponds to an element of

X or S, the two sets of decision variables.

i)
ﬂ,‘l' ay .y o

In the context of a deployment problem, Figure 4-1 shows an
example of two possible paths for a movement requirement. Path 1

contains five decision variables (arcs) but path 2 needs onlv one deci-

B R
o 1A £ 4,

sion variable. Any solution to a deployment problem must provide at

ol

least one path for each movement request r from node POE(r) to node

s

e

POD(r).

" The design for the arc reducing algorithm is to attempt a
.,- deliberate search for at least one “good” path from s = POE(r) to u =
;:, POD(r) for each movement requirement r. Then, decision variables
< x (r,a,i,j,t) or s (r,i.t) are retained for the optimization only if they have
s been associated with some gcod path. This search procedure is per-
;:':: formed independently for each movement request r, one at a time. A
" common approach to organizing such a deliberate search is the
¥ “Depth-First Search” (DFS) algorithm [Ref. 14].

4 The purpose of thé Depth-First Search (DFS) is to efficiently
S visit the vertices and arcs of a directed graph in a systematic, step-by-
N step (arc-by-arc) fashion. The technique is called depth-first because
-. it continues searching deeper (in the direction away from the starting
; node) for as long as possible [Ref. 14:pp. 215-216]. Figure 4-2 shows
-.J 38
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rigure 4-2

e Acyclic Graph After DFS
::.:
Z;:;Z{ an acyclic directed graph whose arcs have been labeied in the
o
:;.; sequence they wouid be visited during a DFS.
R The ARA presented in the next section utilizes the DFS tech-
,l\':r:
Iy nique to seek out paths from s to u. Once a complete path has been
pel
Koo found, each of the decision variables contained in the path will be
Rty
R
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identified and retained for the optimization. The ARA algorithm does
not need or attempt to find all paths from s to u. Such an exhaustive
search would not provide any additional information.

The ARA utilizes this fact to its advantage in an effort to
increase its efficiency. Let (i,j) represent an arbitrary arc. The ARA
will generate every possible arc leading into (i.j). Two conditions may
exist when the DFS reaches (i.,j). Either (i,j) has already been included
in a complete path from s to u or (i,j) has never been included in a
complete path. If (i.j) has not been included in a complete path, then
the DFS will continue deeper in an effort to do so. The search along
this path, which includes (i.j), may or may not ever complete a path to
u. If it does, (i,j) will be retained for the optimization. If, when the
DFS reaches (i.j), (i,j) has already been included in a complete path,
then the DFS does not have to go any further. The path leading up to
(i.j) can be combined with the previously established path from (i,j) to
u to form a new complete path. The fact that we do not have to
proceed deeper on completed paths contributes greatly to the
algorithm's efficiency.

If, after approaching (i.j) from every possible origin, we have
vet to inélude (ij) in a complete path, then we can conclude that (i.j)
should not be retained for the optimization. It is important to note
that (i.j) was given every opportunity to be included in a compiete

path. This distinction becomes a requirement when we assert that we

have not inadvertently precluded any decision variable from a possible

optimal solution.
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}.S This assertion is an important feature of the ARA. In other
"‘ words, if the ARA has accounted for every required decision variable,
\} then every possible path from s to u has also been found. If every pos-
4_:’ sible path has been found. then the optimal solution has not been
affected by our reducing the number of decision variables which the
._‘ : optimizer may consider.

'f': 2. Criteria For Reducing the Set of Arcs /Decision Variables)

ig._ While the DFS procedure will systematically provide us with
:;: iz the requisite paths from s to u, the following set of “acceptable crite-
K :j ria” will determine if the path Pgy is a “good path™

u. a Psy must insure that movement requirement r was not picked
up before its available-to-load date (ALDI(r)), or delivered after
«.'; its required delivery date (RDD(r)).

:"‘-j:::: b. The aircraft arcs belonging to Ps, should not exceed the direct
route distance from s to u by more than a reasonable factor. In
’ the current model, this factor is an adjustable parameter which
L defaults to 1.50.

‘j'.: c. Along path Psy, the number of times an aircraft is loaded or
:-_f_‘: unloaded should not be excessive. In the current model, this
" factor is an adjustable parameter which defaults to 3. (It can be
i :::;:; different for cargo and passengers).

:‘ d. Path Psy should not return to the POE at any point after it has
i departed the POD.

: }:-_ e. Path Pgy should not leave the POD once it has found it.

i

N-"I\.
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G B. ARC REDUCTION ALGORITHM (ARA)

?;: 1. Pseudo Code

o The following is a simpiified set of variables and data used by
j’.:‘ a pseudo code to represent the arc reduction algorithm.
f *::

‘;2;- Define

o Sets:

) MR = set of all movement requests. indexed by r.
A A = set of all asser tvpes. indexed bv a.

o3 V = set of all network vertices 'ports). indexed by .

3 T = set of all ime periods. indexed dy t.
o E = set of ail edges (decision vanables).

GA = set of “good arcs” {arcs that have been inciuded in one or

Ny more paths Pg, and retained tor optimization).
+ A
N m Data

W 5 = (nitiai vertex iPOEI(r)); s &€ V and s = POE(r) tor current -.
a) u = Destination vertex (POD(r)): u ¢ V and u = POEIr) tor
L N current r

b TT(a.i.j) = Travei time from i to j on asset a: TT = 1 if i = j
O (represents storage variables).

- ALD(r) = First time period r will be available to load.

o - LDAY({r) = Last time period r may be delivered.
. Variables:
"y i = Tail of the current arc: i e V.
oo j = Head of the current arc: j ¢ V.

Lo (i.j) = arc connecting i to j; {i.j) € E. This arc or decision
::. at variable may represent either an inventory arc—
A : s{r.i.t), or a shipping arc— x(r.a.i.j,t).
b Psy = Path trom s to u (represents a complete path. not
] necessanly unique. from POE(r) to PODI(rj.

-a'»‘: Ps; = Path from s t0 j, s.t. Psy = Pg; U (i,;) (represents the
(< path being built).

o Piu = Path from i to u, s.t. Py = (i.j) U Py (represents a
vy previously established path from the current arc {i.;)
.r:"' to the destination at u).
508 d Depth of Pgj (depth = number of arcs in the path}.
| :'.;: Pred(d.k) = Predecessor array (a vector of length k. for each 4.
S which contains the information required to
_ “backtrack” along Psy or Pgy).
; w2y Functions:
e ACCEPTABLE (Ps; U (i.))) = TRUE: if the new path. Pg U (i.j). meets
,2;;: the criteria specified earlier in Paragraph A.l. of this chapter.
it o
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Arc Reduction Algorithm:

input: G = (V,E). a directed acyclic graph (not necessarily con-
nected); POE(r) the initial vertex; POD(r) the destination
K vertex: TT(a.l,j). edge length cost/travel time.

output:  GA: List of all arcs which were at jne noint included n
aTs any gy,

5,")",‘,‘",

LY
> Hedin
Dty for - ¢ MR
hegin
i=). 3=PCE!r;. u=PCDIirl. "=ALDI(r). "=LCAYSID
o2 y ;

L Next-V: jor v ¢ MV
' oegin
j=v
oraegaA
begin
I ACCEPTABLEIPg, ~ i)}l add arc d.;) 7o Psy
Yegin

sy

r
.

5

P
.
27, s

2

-,

v
o,
o
2
TN

d -+ i
i=uorPs UPjy=Psy ipath roms to u is comglete)

o= SN

GA = GA U (i.j) for 7 {i.j) € Psy
oy (i.j) = PRED(d.k)
d=d-1 (backtrack on Pyy)
i 30 to Next-v
end
Ise
nd

w

end

e end

ifd>0

, begin

:.’.\ i.j) = Pred(d.x)

:.J_': 4 =d-~1 fbacktrack on 25 or Psyw
~ Jo -0 Nexi-V

ot end

else

end

’4"5( ‘

end
end

" L%
(3 Y
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2. Data Structure U o Implement Arc Reduction Algorithm
- a Preordered Traversal of the Graph
< Because the deplovment problem is very structured. it is
possible to systematically generate the arcs required in the depth first
3 search only as needed. The ARA above depicts the cyclic structure of
F, I' this search and how the arcs are generated. This arc generation tech-
"‘._.i‘ nique is used instead of a hierarchical adjacency list.
L
N While this technique may appear crude on the surtace, it
N may be as good as any other alternative to preordering the search.
P
'f;\.- Clearly. :f there were oniv one commodity to be shipped. then an adja-
" cency list could be generated that would be much more etficient than
—' the iterative routine being used here. It would. however. be a difficult
4"."_‘ problem to develop a single adjacency list that would account for dit-
, = terent POEs., PODs. ALDs. and RDDs for each commodity type or
-',’:- movement requirement. The simpler alternative, which would gener-
-.'f-.
, ate a new adjacency list for each movement request, would certainly
' prove to be more time-consuming than our iterative generation
A technique.
o b. Storage of Good and Bad Arcs
:;': Each time the ARA attempts to add an arc to the path it
"8} is building. it is necessary to classifv that arc as being good or bad.
=" .
\21 Three operations, situations complicate this task.
R The first problem is encountered when you immediately
"‘ classify an arc as being good each time a “step forward™ is taken.
o
Z:j:_i'-: Obviously, if the path never reaches the correct destination. then time
2 45
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must be taken to remove and reclassify one or more arcs as we back-
track along the path. A common technique used to maintain this type
ot changing list is the “last-in-first-out™ (LIFO) stack [Ref. 14:p. 215|.
The ARA saves a portion of the time that would be required to “pop”
(remove) arcs from this stack by not immediately classifying each tor-
ward step taken as a good arc. Instead. these arcs are maintained in
the predecessor array and “flagged™ when the path actually reaches
the correct destination. All the arcs that have been flagged are then
added to the -"good” list of arcs. This procedure eliminates the
requirement to ever remove an arc trom the good list ot decision
variables.

The second complication occurs when the current path
being built determines that an arc that was previously classified as bad
mayv now be acceptable. Neither a LIFO or a FIFO stack would help in
correcting this reclassification. The arc in question could at this time
be anywhere in the stack. The simplest means of removing this arc
from the bad stack is to delete it and replace it with the last member
of the stack. This procedure was used and should be faster than

updating the pointer to every arc below it in the stack.

The third problem is also related to managing the stacks
of good and bad arcs. Each time the ARA attempts to take a forward
step on an arc. it must search the two stacks to determine if they have
been “visited” before and how they have been classified (good or bad).
The stack of good arcs also has to be searched during each back-

tracking step. Since these stacks will be searched o(IVI2 « |Al = IRI
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'\i
'4:: + ITI) times, the program runtime will be influenced greatly by the
o length of these stacks. We are fortunate that, once the search has
e terminated for each movement request. we can store the good arcs in
-\ a separate rile. All the stacks can then be purged prior o starting the
".'::: next search iteration. If onlv rwo stacks were maintained. we would
"' still be greatlv influenced bv -heir length. To reduce the lengths ¢
:"'_\ “hese stacks. 21 "Hucketing” ‘classification) technique was used to lis-
. $~\. perse both the zood and bad arcs into manyv smaller stacks [Ref. 14:p.
o 122]. A good and bad stack was created for each node in the network.
\‘ Since rhe ARA aiwayvs knows its location in the network. it can directlv
32.-.' access the appropnate stack.

::’ One additional step was taken to save storage space for
J_I; these stacks. Since the inventorv arcs have onlv two components ver-
::'j sus the shipping arcs’ four. space can be saved bv further breaking
., 5 down the stacks into these two categonies. By doing so we have also
”\ once again reduced the length of each stack. As a result of this stack
:'::\ partitioning scheme. we must keep track of 4 = V! individual stacks
}_::, and stack counters. This data storage technique assists Jreatlv 'n
;'::j reducing program run time since anv stack we must search will cer-
'”-.’ tainly be a relatively short tack.

S .

C. NETWORK GENERATION

k j." The network of ansportation links is estabiished in two phases.
~ During the first phase. the modeler constructs the “physicai” network
by means of a “linking” array. This array is the AC (a.i.j) data array
{ described in the mathematical formulation. The AC (a,i,j) linking array
2.
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serves two purposes in this tormulation. The first purpose is to iden-
tity those transportation links (physical network) which will be
allowed to exist in the model. The second nurnose. 1s was lescrnibed
in the fcrmuiation. s "o estabdlish the cost tor asset 1 "o ransnors
movement requirement rorem ito 1 The linking arrav has oo chimns
one or each port. and n sets of =1 rows (3 = number of a83er e
The o row none 00 ser s the veetor of cvele time fenst) Car isser
as it leaves rhe n'd cort. The ‘a+list row n each set is 1 nernaang
distance berwveen -ort ©and nort i, Anv rartio scale. such s miies
Detween and fooan e 1sed [or thius Durnose.

Positive AC a.i., values establish an acrual ‘ransporration link or
asset a oetween ports i and '. An example such as AC (C 1+ New
York. Frankturt) = 1.4 would indicate that the optimizer shouid con-
sider transporting movement request on Cl4! cargo iets tfromm New
York to Frankturt at a cost of 1.4 time periods. The arrav vaiue tor AC
{Container Ship. New York. Denver) would on the other hand be set 10
Zero.

“When consirucung thus linking arrav. the odeler ~an ase one o
two approaches. (n the first approach. which mav be acpiicable o
planning in a crisis mode. the modeler could simplv extract his
AC ‘a.ui) linking 1rrav {rom 1 dara hase. 'n rthis ~ase. the arrav cvould
have a nesitive vaiue ‘or »vervy a.1j) combination “hat is wcrually ~ossi-

bie. The advanradge 'o this approach is that the modeier does not have

to have much detailed knowledge about the plan and it would require
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very little time. The disadvantage is that the optimizer must now con-
sider a great many more transportation links than may be required.

In the second approach to creating the AC (a.i.j) linking array, the
modeler is more selective in what links are established. When more
time is available and the modeler is more familiar with the deployment
plan. the AC (a.i.j) array will contain fewer non-zero elements. This
will make the size of the coefficient matrix smaller and the job of the
optimizer that much easier.

Phase two in creating the transportation network is a much more
complicated process. During this phase. the Arc Reduction Algorithm
is used to extract from the physical network created in phase one onlyv
those links that have been classified as acceptable.

The second phase of generating the network is accomplished
during each major iteration of the Arc Reduction Algorithm. A major
iteration of the ARA is complete when every attempt has been made to
associate each decision variable with a “good” path from POE(r) to
POD(r) for a particular movement request r.

At this point in the algorithm, a list of good variables which are to
be used by the optimizer has been established. The next step is to
insure that each of these variables, along with their corresponding
coefficients and constraints. is placed into the Mathematical Pro-
gramming System format (MPS). This is accomplished by calling each
of three subroutines (ROWS, COL, RHS) prior to purging the list of

variables and restarting the algorithm for the next movement request.
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V. RESULTS AND CONCLUSIONS

This chapter describes each of the components that have been
developed for the SCOPE-NPS model and how they operate together
as a system. The two other systems used for development and imple-
mentation in this study— GAMS/MINOS and the optimizer MPS III— are
also brietly described. The third section of this chapter presents the
results of the testing and validation phase of this study. The final two

sections of this chapter present some conclusions and recommenda-

tions for future developments.

A. MODEL COMPONENTS

The SCOPE-NPS model consists of three components: the Data
[nput Array. the Arc Reduction Algorithm. and the Matrix Generator.
The ARA reads the Data Input Array and begins the iterative process of
finding all the good paths for each movement requirement. At the end
of each iteration. the Matrix Generator is called (as a subroutine) and
the probiem is converted to an MPS formatted file. When the paths
for each movement requirement have been found through this itera-
tive process. the work of the SCOPE-NPS is complete. The SCOPE-
NPS output file is in the MPS format and can be solved bv any linear
programming system that reads MPS files. The solver selected to
support the SCOPE-NPS was the MPS III Mathematical Programming
System developed by Ketron Management Science, Inc., for use on

IBM mainframe computers [Ref. 15].
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The SCOPE-NPS model formulation was initially developed and
implemented utilizing GAMS/MINOS. GAMS/MINOS is a software
package consisting of GAMS, the General Algebraic Modeling System.
and MINOS, the Modular In—core Nonlinear Optimizing Svstem [Rer.
16]. The GAMS language allows the modeler to enter his LP/NLP/MIP
model in an algebraic form. The user must specity each of the sets.
parameters, and variables for the model. but he onlv needs to enter a
single statement in GAMS language for each type of constraint or reia-
tionship. The GAMS compiler will, in turn. generate the entire set of
required equations when they are needed. This arrangement ‘rees the
modeler from the tedious work which is required to develop and
revise a mauix generator. Although the formulation was developed on
an IBM PC, final model testing was conducted on the IBM 3033 main-
frame version of GAMS/MINOS.

The ARA and Matrix Generator were developed and implemented
on the IBM 3033 AP computer operating under the CMS operating
svstem. The ARA is written in approximately 600 lines ANSI
FORTRAN 77 and compiled by the IBM VS FORTRAN compiler. An
additional 400 lines of FORTRAN 77 code was required to program
the three Matrix Generator subroutines.

1. Data Input Arrav (DIA)

The DIA ts a formatted array which can be divided into two
parts. The tirst part provides information concerning the size of the
deplovment problem. The information contained in this section

includes: number of movement requests, number of asset types.

51




. *
a .
.

' .

L,
s

xare, ’
] ,L’Lfk LEY

4
b 'y
.
ol ]

[P
T R

»

Xl -

TS
Pl
LA

SR

M

+

f‘z}‘.' L §

I.I.J
NN

v

<fq

AT,
B
a & %

“
#
RP A

-
L]

e
, -

number of ports, number of days in the problem, number of aircraft

types. and number of boat types.

The second portion of the DIA contains the following
parameters and data list: air transport cost coefficient. land or sea
cost coefficients, maximum number of planes allowed in a single path.
fraction of a direct route planes may fly on a single path. time period
multipie on which ships may be used. movement requirement darta.
port capacity data, lift asset data. and cycle time cost (AC (a.i.j)).

2. Arc Reduction Algorithm

The ARA reads the problem size specifications and physical
network dara from the Data Input Array. As discussed in Chapter [V.
the ARA then proceeds to identify a reduced set of decision variables
which are retained for the optimizer. The ARA is run one time for
every movement requirement in the problem. At the end of each run.
the Matrix Generator's subroutines are called to convert the new set of
variables into the MPS format.

The ARA is the key element which allows the SCOPE-NPS
modcei to solve realistically sized deplovment plans. The toilowing ARA
test run resuits in Table 5-1 demonstrate the ability of the ARA to

reduce the size of a deplovment problem.
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b TABLE 5-1

S:_.J RESULTS OF THE ARA

b Problem Size Number of Decision Variables  Percent CPU
SN r a i j t Before Reduction After Reduction = Reduction TIME
= (secs)

= 13 4 4 8 416 32 92 % .04
0 : 54 9 9 6 9.990 176 98 %  1.19

‘Qf-t: : 204 9 950 333.000 2,200 99.5 % 19.25

2. \; : 90 9 20 20 90 35.461,800 11,150 99.99% 296.56

! !

aar~ 3. Matrix Generator

:::;Z: The martrix generator reads the list of “good” variables that

:'-;::: ', are supplied by the ARA and converts them in accordance with the

. mathematical formulation to the MPS format (see MPS format [Ref.

L ' 17]). The MPS format has long been a standard format in which linear

b programming problems are input to solvers.

\ .

o B. MODEL TEST RUNS

A series of three tests were used to test the SCOPE-NPS model

'._‘

’ performance. The purpose of TEST #1 was to verify the performance

? ..)P‘

o’ of the Arc Reduction Algorithm. The purpose of TEST #2 was to verify
o

; ’:-‘.3 on a small deployment problem the performance of the complete

ji-;. SCOPE-NPS model (ARA, the Matrix Generator) and the MPS III

: optimizer. TEST #3 was designed to demonstrate the ability of

": | SCOPE-NPS and MPS III to solve a realistic (medium) sized deploy-
: ment problem.

e Since the SCOPE-GT model was the first model applied to the

x"__j joint military transportation problem, “there is no validated

Yl

o 53

e

s

B N P N P A A v
Ty : S TRE SRS A St a
A E o 0 e By A h i

¥ - o




T

"l
atata

. /l /) "l ‘. “‘

P — .
AR R
.‘I“
St
»

Il‘

»
[>

‘.\"S"

TR

AR
N
] PRRCI
A

4
L
ot A

Ml tAl Fad Sad S A e b fe AT Bt A-A Rl ata aon aid i sl abl A olvalin e MRS RS et ab Jltah el hehid e ud bt e Slanc it i adulh ol -aid ik > A bl Bl A Sl i ek g B Bl

benchmark solution data for comparison and validation” [Ref. 2:pp. 2-
3]. Because a benchmark deployment problem does not exist, the five
deplovment plans used to test the SCOPE-NPS model were all
designed during this study. In each of the first four deployment test
plans, each movement request was specifically designed to test for the
presence of a particular solution attribute. These movement requests
were carefully matched to a simple physical network in order to pro-
vide obvious good or bad examples of solution behavior.

The tfollowing list is a small sample of the attributes which were to

be tested:

* Would the Arc Reduction Algorithm adhere to the rules for
seiecting decision variables?

* Would port and asset capacities be adhered to?

* Would movement requirements be picked up at the correct loca-
tion on the correct date?

* Would movement requirements be delivered to the correct desti-
nation on or about the required delivery date?

e If given the choice between two paths from the POE(r) to the
POD(r), wuuld the solution select the cheaper alternative? (i.e., if
time were available, would the solution select a sealift movement
over an airlift movement?)

* Would the solution correctly utilize the “super tanker” (elastic
constraint) to maintain a feasible solution?

1. TEST #1
The purpose of this test was to test the Arc Reduction Algo-
rithm's ability to identify a set of “good™ paths in accordance with the

rules established in Chapter IV. Three small networks were designed

for the express purpose of testing each of the appropriate rules. In
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each test run, all the acceptable paths were correctly identified. Each

arc component which had been a member of a good path was

;-:;. accounted for and placed into the list of decision variables to be
» "{i retained for the optuimizer. The ARA also identified correctly each of
i:, the paths that had been designed to violate one of the acceptable path
‘:.: ruies. These paths, along with their arc components, were never
included in the final set of decision variables.

o 2. TEST #2 |

oA TEST #2 was the first test of the complete SCOPE-NPS
E.. modei. The purpose of this test was to insure that an optimal solution
:5‘:5 possessed the correct attributes as required by the original model
.« description. TEST #2 was accomplished in two phases. Phase one of
; )3 this test was to insure that the proper solution attributes were being
',; produced by the model. This phase was conducted on the
':}_,»Aj GAMS/MINOS optimizer. During phase two of this test, the SCOPE-
' NPS model and MPS III solver were expected to duplicate the optimal
" solution from the GAMS/MINOS model. The deplovment plan used
! :_.‘_\ during this test required that five movement requests be transported.
2:" among nine ports and deiivered according to a prescribed six-day
> schedule.

b In bhase one, the mathematicai formuiation Zgiven in Chapter
"'3,: IIl was developed and retined. This phase or testing was the most
;:; important of all three tests. The ability to solve larger problems wouid
E be of little use of we were not confident that the solutions being pro-
.':. vided on this small scale were not correct.
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A major portion of this testing phase was devoted to a sensi-

tivity analysis. The purpose of this analysis was to insure that proper

solutions would be obtained as the problem situations changed. Ini-

]
s

s G
LA A

tially, decision "break points” were identified for each required solu-

s 4

tion attribute. For example, the following situation would create a

. OOy
L]

AL

-

decision break point for a particular movement request r. Suppose

-

.1-\ that a RORO cargo ship has an eight-day travel time rom POE(r) to
:! "~ PODI(r). If the required delivery date (RDD(r)) for this requirement is
prior to day 8, then a feasible solution would require an aircraft to get
? it there in time. If the RDD(r) was after dav 8. then the solution
: snould allow for the cheaper RORO cargo ship to make the deliverv. If
&’ there are no other conflicting constraints. proper model behavior can
, be tested by adjusting the RDD(r) to both sides of this decision break
‘::t: point.
. . This procedure was continued until proper solution behavior
was obtained on both sides of each model attribute or decision “break
;:';,;ﬁ point™ of concern. When the formulation had proven that it could
: flexibly provide acceptable solutions to the test deployment probilem:.
""'3 phase one of TEST #2 was concluded.
".:‘ The purpose of phase two of this test was to validate the MPS
;"j;L [II solution to the SCOPE-NPS model. Since we aireadv had a
Le“ "benchmark™ solution from phase one ot this test. it wouid be easv to
e validate the SCOPE-NPS model. When the MPS III solution proved to
- be the same as the GAMS/MINOS solution, both the ARA and the
’I:."-L'. Matrix Generator were shown to be functioning properly.
, 56
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2 Although an identical solution was obtained during phase two.

a major improvement resulted from the reduced number of decision

R variables that the SCOPE-NPS model provided to the MPS III opti-

.,-.: mizer. Initially, the number of decision variables in this deplovment

f,., plan was approximately 9,990. Utilizing the “such that” ($) control

: j operator in GAMS, the number of decision variables was reduced to
.‘22 approximately 1.800 [Ref. 18]. The ARA reduced the initial set of
: 9,990 decision variables down to 176.

-;._ The fact that all the variables in the optimal solution were
:é included in the reduced set of 176 variables was a verv important
: " developmental milestone. It verified that a 98-percent reduction in

f-ﬁ the number of decision variables being considered could be
j?.‘ “intelligently” accomplished without affecting the optimal solution.

‘J: 3. TEST #3 '

~j}; The purpose of TEST #3 was to demonstrate the ability of the
‘-_ SCOPE-NPS model and MPS III optimizer to solve a realistic,

'. medium-sized deployment problem. The deployment plan designed

;:::'_ for this test was given the name “OPLAN TEST-3." Many of the

:" OPLAN characteristics concerning the movement requirements, asset
'. and port allocations, and travel times were extracted from the JDA
pe test deplovment plan “MODELD 123DF02."

Briefly, OPLAN TEST-3 required that 90 movement requests
be transported among 22 ports according to a 90-day schedule. Thir-

.'j_-'s teen of the ports (eight airports and five seaports) were located in the
.,23 _ US and the remaining nine ports were in Europe (four airports and
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:: five seaports). Nine types of lift assets were also provided. They
:.'4'- included four types of cargo planes: C130, C141, C5, and LRWB (long-
5 range wide-bodv. DC-10 or Boeing 747): four tvpes of sealift: RORO.
:: Breakbulk., Container (fast). and Container (slow); and a “train.” The
*: purpose of the train was to represent all “surface” shipments: trains.
trucks. and road marches. A straightforward approach to solving this
problem would require the optimizer to consider a set of 35.461.300
~ decision variables.

o) Figure 5-1 summarizes the required deliveries scheduled in
; OPLAN TEST-3. This schedule is tvpical of a deliberate deplovment.
::3 During the first 20-25 days. there is a gradual build-up of forces. This
;,1 build-up is followed by the arrival of the main deplovment body. This
:’ phase of a deplovment is. of course. the most resource intensive.
\:: Following the main body deployment there is a reduced but steadv
_ : stream of movement requirements designed to reinforce and sustain
the deployed forces.

" SCOPE-NPS and MPS III solution results for OPLAN TEST-3:
= The SCOPE-NPS took approximatelv 296 seconds of CPU time to
:\ reduce the set of variables and to create the MPS file. The MPS IlI
- optimizer required 95 seconds of CPU time to provide the optimal
:‘_"'« solution. The solution to OPLAN TEST-3 was obtained in less than
one percent of the time required by the SCOPE-GT model to solve a
< similar problem. In all fairness. it must be said that the SCOPE-GT
::;: model does much more than the model presented in this study. Its
E';E formulation considers more aspects of the deployment problem and it
53
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y Figure 5-1
\ Delivery Schedule
o OPLAN TEST-3
i
._\ creates its own data input file directly from OPLAN records. The
&\

~ SCOPE-NPS model does., however, provide a more reasonable solution
H—.

’ in a fraction of the time.
. MPS III statistics revealed that 36 percent of available mem-
o orv had been used to solve this problem. Based on these statistics. :
o)

1 there is an obvious potential to solve larder and more detailed deplov-
‘-;: ment nroblems.

4

M Most of the following solution results are portraved 3Jraphi-

) cally in Figure 5-2.

a

2 e The ARA reduced the number of decision variables to be consid-
s ered from 35,461,800 down to 11,150.
bi.
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e
o Optimal Delivery Schedule
LN
:_;C;- OPLAN TEST-3
> )
{
v e When time was available. the model consistently selected the
o sealift mode of transporting each movement requirement.
'.j-;'. * Approximately 69 percent of the entire deplovment was trans-
‘ perted across the Atlantic Ocean by sealift.
U
ey * Table 5-2 displavs a portion of the sealift deliveries made during
o the period day 30 to day 36. The foilowing sampie demonstrates
fj how the “spiked sealift” appeared in the solution.
o
: \;‘ . *» .
o The “spiking” technique seems to be a marked improvement over
e © the continuous “pipe tlow" of sealitt experienced in a SCOPE-GT
5o solution.
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TABLE 5-2
“SPIKED” SEALIFT OPTIMAL SCHEDULE

Movement Day of Quantity

Request Delivery POE POD (stons) Ship Type
26 30 Norfolk Rotterdam 16,000 Breakbulk
27 30 Norfolk  Hamburg 16,000 Breakbulk
28 36 Houston Hamburg 10,000 RORO
29 36 Houston Hamburg 10.000 RORO
30 36 Houston Zeebrugge 2,000 RORO
30 36 Houston Zeebrugge 18,000 CC-(Fast)

The solution identified the following shortcomings in the deploy-
ment plan: ,

1. During the initial buildup phase (days 1-30). there was a 16
percent shortfall in deliveries. Due to the compressed time
frame of the buildup phase. this shortfail couid only be
corrected with an increase in airlift assets.

2. The most significant shortfall in deliveries occurred during the
first 10 days of the main deployment (days 30-40). During this
period, there was a delivery shortfall of 64,000 stons. This
represents 75 percent of the total shortfall.

3. During the last 20 days (days 45-65) of the main deployment,
there was an excess of airlift assets assigned to this deploy-
ment. This large allocation of aircraft was very beneficial from
days 40 to 45 but was excessive once adequate sealift assets
had arrived on about day 45.

4. When the deployment moved into the sustainment phase. air-
lift assets were scaled down too much. This shortage resulted
in a 76-percent shorttall in high-priority shipments during the
last 25 days of the deployment.
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N C. RECOMMENDATIONS FOR FUTURE STUDY

'a_:.:

" 1. The Arc Reduction Algorithm can be modified into a
“conservative” heuristic so as to further reduce the set of decision

variables. The Arc Reduction Algorithm in its current form is guaran-
2 teed not to affect the optimal solution. For the purposes of evaluating
a deplovment plan at the “closure planning” level. this guarantee mav
be too restrictive. A simple example will make this point clear. A
five-ton movement requirement does not need every “good” path that
the ARA will find for it. It may only need one of the several dozen that
may be available. On the other hand. a 25.000-ton movement request
‘_,: : may need access to every path available. The solution for the five-ton
MR may be to select only two paths (one by air and one by sea) if thev

o exist. Retaining at least two paths in this case would still enable the

:"':' solver to look for the cheapest, vet acceptable. shipping alternative.
gy This smaller set of decision variables may not be able to guarantee an
"Z\ optimal solution. but it will still enable the solver to answer questions
1:.:
' such as. “Is this OPLAN transportation feasible?”
el 2. Provided that the heuristic described above has been devel-
sl
‘f:'_:'.' oped, there may be an advantage to converting the current node-arc
v "-"
V) formulation to a “chain formulation™ [Ref. 19]. The advantage to this
}: formulation can be shown in a short example. Suppose only two paths
existed to transport a MR from its origin to its destination. and that
= these two paths were formed by linking together a total of seven deci-
;ﬁ_ sion variables. A node-arc formulation must consider all seven deci-
) L
‘S sion variables. The chain formulation would only have two decision
o
NN
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variables, one for each path. Once again, the problem has been greatly
reduced in size and the potential exists to solve even larger problems.

The work that would be required to develop this formulation
would be minimal since the ARA (heuristici has alreadyv coilected the
information necessary to construct the chain variables.

3. Develop an LP formulation which uses a “cascading” tech-
nique to soive the compvlete arge probiem in a series of smaller snes
[Ret. 20]. When attempting t0 solve large depiovment problems. the
current LP formulation and MPS III soiver are the weak links. While
the Arc Reduction Algorithm mav be able -0 reduce the size or these
large problems. the MPS III solver is limited to oniv 16.384 constraint
rows [Ref. 15:p. 2~1]. A cascading formulation may be used to keep
the number of rows being considered at one time within this limit.

4. The SCOPE-NPS does a good job of selecting what should be
transported by sealift. It does not. however, come close to providing a
realistic representation of sealift. As this study had originally
intended. a "hand-off” or merging technique should be developed to
combine the SCOPE-NPS model solution with the “Ship Scheduler”
developed by Captain Lally (Ref. 2|.

5. There are many formulation attributes which could be added
'o the SCOPE-NPS to make it a more flexible and realistic model.
Some of the tfollowing tormulation enhancements should be
considered for future development:

a Develop the tformulation so that it will take into account the

critical loading constraints of each different transportation asset.
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. When loading aircraft, a key factor is the weight (stons) of what is

b to be shipped. When loading ships, the key factor is usually
. volume. A change in the formulation would allow the flow balance
R constraints to incorporate the conversion of units {stons to k

mtons— measurement tons) at designated nodes (ports} so as to
i account tor the capacity tactor which is most important.

::Z;- b. An alternative. yer simpier. ennancement to the zeneralizaton
described above wouid be to develop a conversion factor tor

representing the capacitv of ships in terms of stons. This

'
P

P
A

2 a s a e
. 'y 4
4y e ] .

technique wouid preciude the need to convert units and sriil

P

realisticailv model the probiem.

. c. Asset usade needs to be modified. The current model will always

\ use the biggest and fastest asset until its capacity is exceeded.

-.\_-: The next best asset type will then be used until its capacity is

'_:-_'__ exceeded, and so on. In order to conserve assets, the work ioad

needs to be distributed more evenly among each of the assets

:': available.

e d. The current formulation is only capable of shipping drv cargo.

5\:: With minor modifications. the formulation can be adopted for

"::: passengers or for fuel. Short tons would be replaced byv the

‘:.' number of passengers or barrels of uel being shipped. Asset and

Eé port capacities wouid also be changed to retlect the ditferent

-:: units. The model could then be run three times. once tor each

_‘_:"‘ major type of movement requirement.
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;E::Z-‘_ e. If the length of a time period were made a parameter, then
" longer problems could be solved. The modeler must also

recognize and weigh the effects this technique will have on his

s

Il ll

solution’'s resolution.

ay M, b, 8, 0 Ry

S f. Develop a means by which certain movement requests could be
‘ “flagged™ for movement by a specific transportation mode.
:_ Before the problem even starts, we know that certain
" commodities such as tanks must be moved by sealift. If we can
::‘:' represent this fact to the optimizer, then not only have we

Q reduced the number of decision variables, we have also more
E:J realistically modeled the problem.

E: B. The current version of the ARA is written in FORTRAN 77. it
) may be beneficial to convert the code to some other language. such as
PASCAL. The ability of PASCAL to dynamically manage memory and to
structure “mixed mode” (character or numeric) arrays would be two

improvements enabling the ARA to reduce larger problems.
‘ .:’_;f 7. The ARA is reasonably efficient because of the way it stores or
| distributes information out among a great many “short stacks.” This
::-\-: storage and data retrieval technique is referred to as “bucketing.” An
‘_ improvement over this technique would be to create an appropriate
" | “hashing” functon [Ref. 21]. The hashing function would improve the
“f. efficiency of the ARA two ways. It would decrease run time because we
~ would no longer be searching through stacks looking for information.
While the hashing function does not guarantee direct accessing of vour :
,\ data. it can approach it. The hashing function would also assist in |
: reducing the amount of storage required and thus free the program-
: mer from the requirement to dimension off huge blocks of memory to
‘; accommodate the required number of stacks.
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o D. STUDY CONCLUSIONS

:Z:‘_::: 1. Linear programming with variable reduction is a viable alter-
_ _ native for modeling and solving both small- and medium-sized
deployment plans. Since a large portion of plans fall into this size
category. consideration should be given to continual development of
:___:_ this approach as an alternative solution technique. An LP may never
approach being able to solve the largest of deployment problems.
. :'-E There are, however, advantages to being able to solve the smaller- and
e medium-sized problems as an LP. These advantages include: (a) the
avaiiability of commercial LP solvers which will make the system more
4 \" portable and much less expensive to develop than specialized decom-
.’2 position algorithms, (b) deployment plan evaluations and modifications
will be much easier to resolve since the LP dual variables are readily
-:::3' interpretable, and (c) model enhancements and modifications will be
T much simpler to implement and test.

2. The ARA is clearly the most significant product of this study.
; Its ability to reduce the size of large problems without affecting the
e optimal scolution was the key factor leading to the success of this
‘_ thesis. Regardless of the formulation and solution technique eventu-
:i ally used by MODES (decomposition or LP), the benefits of reducing
Zj the size of the problem in this manner can be realized. The greatest
, benetit will most likely be realized when some version of the ARA is
o used in conjunction with a properly functioning decomposition for-
"5 mulation. It may be possible to solve even the largest of deployment
:: problems once these two methods are applied in tandem.
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o 3. Even though the sealift flows have been “spiked,” there are
)

A

o still too many “little ships” running around. While this representation
Y of sealift is an improvement over the previous ships. which appeared
< .

- as “pipes,” this representation of sealift is still not adequate. The

J

. - , . .
Y integer programming effort of Captain Mike Lally mayv provide the
»;

. solution to the sealift portion of this model [Ref. 2].

W,

N"

;‘,’2" +. The GAMS modeling languagde is an exceilent developmental
NN
B . ~ :
e tool. The ability to proceed directly from the mathematical represen-
o tation of a model to an optimal solution saves the analvst/modeler
SOl :

~ ; y .
o countless programming hours. and allows him to trv out manv alter-
At P »
nate tormuiations

s 5. The organization and logic structure of the Arc Reduction
se :

o Algorithm has the potential to be applied to a ¢great many management
e
!., and/or complicated decision-making problems. The ARA's ability to
Ry intelligently seek out a set of “good” paths is analogous to any problem
:Z::: where there is a “sequence” of decisions or alternatives to be consid-
' ered. In each of these cases. a different set of acceptability ruies could
oS pe deveioped that would enable the decision maker to reduce the
el domain of his decision set down to a more reasonable size.
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